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Abstract— We describe a method of classifying cellular
protein localization patterns based on their appearance in
fluorescence light microscope images. Images depicting cel-
lular protein localization were obtained using immunoflu-
orescence microscopy. After collection, the images were
processed and subject to feature extraction. Zernike mo-
ments were calculated for each image and used as inputs
to one of two classification schemes: a classification tree
or a neural network. Of the two classifiers, the neural
network demonstrated better performance, correctly clas-
sifying 84% of previously unseen images. This work has
application as a novel approach to protein description, as
a means of automating microscopes, and as part of a new
approach to gene discovery.

I. INTRODUCTION

HE goal of the work we describe here is to develop

methods that allow for the numerical description and
subsequent classification of the patterns found in fluores-
cence light microscope images of mammalian cells. Such
images are generated on a regular basis by labeling one or
more subcellular structures with fluorescent dyes and then
collecting images of the resulting pattern of fluorescence
using a microscope. The problem is then to describe these
patterns in a way that is amenable to further processing
by a computer.

Not all numerical descriptors (features) are equally
likely to be applicable and those that are selected must
meet certain criteria. The chosen features must be in-
variant to translations and rotations of the cell within the
field of view of the microscope. They should also be in-
sensitive to the wide variability in cell morphology that
is present, even in cells subject to identical preparation.
These requirements will serve to restrict investigation into
appropriate features.

Much work has been done to describe and classify pat-
terns of all sorts, but pattern recognition has been only
sporadically applied to the problems of automated micro-
scope image analysis[1], [2], [3]. One area where this is not
the case can be found in the analysis of Pap smears, used
in the diagnosis of cervical cancer. Pattern recognition
has been extensively applied in this field, with the hope
of recognizing cancerous cells in a background of normal
tissue[4]. This work is fundamentally different from ours
and does not provide us with a starting point. A more
useful, although not biological, area to look at is that of

handwriting recognition.

Recognition of handwritten characters is similar to the
problem we are addressing in that although there are dis-
tinct classes of images (e.g. numbers and letters), there
is considerable variability within each class (e.g. individ-
uals’ versions of the number “2”). It is therefore within
character recognition that we began our search for appro-
priate techniques.

We envision the following applications for our methods.
First, we believe that formalization of methods for quan-
titating protein localization will provide a new means of
describing proteins. Such description will be supplemen-
tary to existing sequence analysis. Second, computational
methods based on the appearance of fluorescence in the
cells under study will allow for automation of microscope
tasks. Finally, it will be possible to couple computational
methods with molecular biology in order to automate the
discovery of genes based on the localization of their pro-
teins.

II. MATERIALS AND METHODS

Collection of images was done using immunofluores-
cence microscopy. In short, Chinese Hamster Ovary
(CHO) cells were fixed in paraformaldehyde and perme-
abilized with saponin before incubation with a primary
antibody directed against a protein of interest. The cells
were then incubated with a secondary antibody bound to
a fluorescent dye. After mounting the cells on microscope
slides, they were imaged onto a cooled charge-coupled de-
vice (CCD) mounted on a customized Zeiss Axiovert mi-
croscope[5]. By using four primary antibodies directed
against different proteins and one DNA stain, we were
able to acquire images depicting five classes of fluorescence
distribution. The four proteins were giantin[6], NOP4[7],
LAMP2[8], and tubulin (Sigma, St. Louis, MO USA).
The DNA stain was Hoechst 33258 (Molecular Probes,
Inc., Eugene, OR USA). Each field of view was acquired
as a stack of three images where the focus was changed
by a small amount (0.237um) between each slice. By
acquiring three dimensional data, it is possible to com-
putationally remove any out of focus fluorescence in the
middle image plane.

The images were processed by first applying numerical
deconvolution to each three image stack in order to clean



up the central image plane[9]. The next step involved
manually defining regions of the image that contained sin-
gle cells. The background level of fluorescence, defined as
the most common pixel value in the region, was then sub-
tracted from all pixels. Fluorescent objects were identified
as contiguous groups of pixels whose values were at least
a constant integer multiple of the background level sub-
tracted above. These cropped, thresholded images were
then subject to feature extraction.

The features used to describe the images numerically
and compactly were Zernike moments (Equation 1)[10],
[11]. We chose the Zernike moments as features with the
hope that they would serve as a completely general set
of descriptors and would allow us to add additional im-
age classes without redesigning our feature set. Since the
Zernike polynomials are the basis set used in calculating
Zernike moments, it is possible to calculate an arbitrarily
large number of Zernike moments for an image. Another
interesting feature of the Zernike moments is the ability to
reconstruct the original image to arbitrary precision, pro-
portional to the number of moments available. We used
this aspect of the Zernike moments in order to visualize
the amount and type of information that was being fed
into the classifiers.

A = "2 3 (@, y) Vi (,) (1)
2+ <1
n is a positive integer
|m| < n and n — |m| is even
V. is the Zernike polynomial of order n +m

We chose to calculate the Zernike moments up through
order 12 (m +n < 12 in Equation 1). Since the moments
themselves are complex numbers and are not insensitive
to rotation of the image, we used the magnitudes of the
moments as our features[11]. This provided us with 49
features that could be used as inputs to the classification
schemes described below.

The first classification scheme used with the features
was a classification tree, as implemented in the S-Plus
(MathSoft, Seattle, WA USA) tree() function. This im-
plementation is based on Classification And Regression
Trees (CART), described in[12]. The second classifier was
a backpropagation neural network. This classifier was im-
plemented using PDP++[13]. The network had 49 input
nodes, 20 hidden nodes, and 5 output nodes, one for each
class of input.

The image feature data were separated into distinct
training and test sets in order to assess the performance of
the two classifiers. The classification tree was generated
with the training set and its performance then measured
on the test set. Training of the neural network was con-
tinued using the training data until the sum of squared
error of the network on the test data was minimized.

III. RESULTS

The performance of the two classifiers is summarized
in the confusion matrices in Tables I and II. The clas-
sification tree is only modestly successful, providing only
69% correct classification on images it had not seen be-
fore. Given these results, we hypothesized that it was the
limitations of the classification tree’s decision boundaries
that were preventing better classification. In an attempt
to overcome this limitation, we implemented a backprop-
agation neural network. As can be seen in Table II, the
performance of the neural network is significantly better
than that of the classification tree, displaying an average
error rate of 84%.

To gain some insight into the amount of information
being captured by the first 49 Zernike moments, we chose
to reconstruct images from those moments. An original
image of a Hoechst stained cell and the reconstruction
from its first 49 Zernike moments are shown in Figure 1.
Note that there is little in the way of detailed information
found in the reconstructed image. The overall shape and
orientation of the original image have been captured but
the texture of the nucleus has not. It should be noted that
describing an image with only 49 moments represents a
compression of roughly 800 to 1.

Fig. 1
VISUALIZATION OF A RECONSTRUCTED IMAGE. ON THE LEFT IS AN
ORIGINAL, THRESHOLDED IMAGE OF A HOECHST STAINED CELL. ON

THE RIGHT IS THE IMAGE RECONSTRUCTED FROM THE FIRST 49
ZERNIKE MOMENTS OF THE IMAGE ON THE LEFT.

IV. DISCUSSION

The results summarized above can be considered from
a pattern recognition perspective and from a biological
perspective. From the standpoint of pattern recognition,
we conclude that the Zernike moments represent a general
method of describing the patterns found in fluorescence
microscope images. They are a relatively unbiased set
of features in that they are not designed to capture any
“intuitive” aspects of the image data. We consider this to
be advantageous in that we cannot predict with certainty



TABLE I
PERFORMANCE OF THE CLASSIFICATION TREE

Output of the Classification Tree

H Giantin | Hoechst | LAMP2 | NOP4 | Tubulin |
Giantin || 24/30 (80%) 1/30 3/30 2/30
True Hoechst 7/30 23/30 (77%)
Classification | LAMP2 6/60 2/60 36/60 (60%) 13/60 3/60
NOP4 4/8 4/8 (50%)
Tubulin 3/26 3/26 20/26 (77%)
TABLE II
PERFORMANCE OF THE NEURAL NETWORK
Output of the Neural Network
H Giantin | Hoechst | LAMP2 | NOP4 | Tubulin |
Giantin || 30/30 (100%)
True Hoechst 29/30 (97%) 1/30
Classification | LAMP2 4/60 44/60 (73%) 9/60 3/60
NOP4 1/8 7/8 (88%)
Tubulin 7/26 2/26 17/26 (65%)

the character of any additional patterns that we will add
in the future.

The reconstruction exercise depicted in Figure 1 is in-
teresting in that there is seemingly so little information
present in the reconstructed image. Despite this fact,
both classifiers are able to utilize this information to
achieve useful levels of performance.

From a biological perspective, the performance of the
classifiers is surprising given the high degree of variabil-
ity present in the images. The best average performance
is 84% using the neural network as the classifier. This
is not as good as the classification rates obtained by in-
vestigators in other areas of pattern recognition, but the
applications we envision do not require rigorous single-
event classification. We have the advantage of being able
to acquire many images from populations of identically
prepared, biologically homogeneous cells before generat-
ing a final classification. In other words, we can generate
classifications for many individual cells and then decide
on a classification for the population based on a ‘major-
ity rule’ determination. It is therefore possible to generate
acceptable classification results even though the probabil-
ity of an erroneous classification of a single cell is, in some
cases, high. By considering the classification of many in-
dividual cells from a population and then pooling those
classifications, it will be possible to obtain an arbitrarily
high rate of classification.

There are many methods that must be developed be-
fore the applications described here can be fully realized.
First of all, it will be necessary to automate the identifi-
cation of individual cells in a particular field of view. The
manual nature of this step will be a significant hindrance

to complete automation of the process. Second, it will be
advantageous to identify and test other feature sets in an
effort to improve the rate of correct classification. This
will allow investigators to provide fewer cells in order to
make a classification decision and thereby speed up the
process. Finally, it is necessary to try the analysis de-
scribed here with more subcellular labels as well as with
other cell types.

Of the applications mentioned in the introduction, one
stands out as being the most feasible and widely appli-
cable. The ability to describe proteins based on their
subcellular localization will revolutionize the study of pro-
teins just as quantitative description of protein sequences
has already done. Until sequence analysis became widely
available, researchers were required to make determina-
tions regarding the structure and function of their new
protein sequences based on the limited number of pro-
teins they had studied previously. Now that there exist
databases of all known protein sequences, it is possible
to send a protein sequence to a server where its simi-
larity to other proteins will be measured and quantified.
We feel that the analysis of protein localization is in the
same state as sequence analysis was in the past (i.e. all
determinations are made subjectively by individual in-
vestigators). By accumulating images depicting protein
localization into a database and generating features that
can describe those patterns, it will be possible to quan-
titatively classify new proteins not only based on their
sequence but also on their pattern of subcellular localiza-
tion. We anticipate a time when visual examination of
protein localization is every bit as unnecessary as staring
at sequence information.
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