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Interpretation
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Automated Interpretation



Focus on subcellular location 
analysis



But first a word about acquisition



This is a micro- 
tubule pattern 

Assign proteins to major subcellular structures using fluorescent microscopy 
 

Initial Goal: Supervised Learning



The Challenge



Feature-based, Supervised 
learning approach



Example  of �
classification using�
Morphological Features
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Any of these 
features could be 

used to 
distinguish these 

two classes 

ER Nucleoli 



ER 

Tubulin DNA TfR Actin 

Nucleolin Mito LAMP 

gpp130 giantin 

2D �
Images of 
HeLa 
cells

The goal: Learn to recognize all major 
subcellular patterns



Feature levels and granularity

Object 
features 

Single 
Object 

Single 
Cell 

Single 
Field 

Cell 
features 

Field 
features 

Granularity: 2D, 3D, 2Dt, 3Dt 

Aggregate/average operator



Cell Segmentation



Single cell segmentation 
approaches



Voronoi diagram

Seed 

Edge 

Vertex 

Given a set of seeds, 
draw vertices and 
edges such that each 
seed is enclosed in a 
single polygon where 
each edge is 
equidistant from the 
seeds on either side. 



Voronoi Segmentation Process



Thresholding



Ridler-Calvard Method



Ridler-Calvard Method
Blue line 

shows 
histogram of 

intensities, 
green lines 

show average 
to left and 

right of red 
line, red line 

shows 
midpoint 

between them 
or the RC 
threshold 

Ridler-Calvard Illustration
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Ridler-Calvard Method

original thresholded 



Thresholding



Original DNA image 



After thresholding and removing small objects 



After triangulation 



After removing edge cells and filtering 



Final regions masked onto original image 



Watershed Segmentation



Seeded Watershed Segmentation



Seeded Watershed Segmentation

Original image Seeds and boundary 

Applied directly to protein image (no DNA image) 

Note non-linear boundaries 



Feature Extraction



2D Subcellular Location Features
  Morphological (based on objects after thresholding)

  Object number
  Object size
  Object shape (including skeleton features)
  Object position
  Object overlap with marker (DNA)

  Edge (amount, preferred orientation)
  Moments (Zernike)
  Texture (Haralick)
  Transform



Illustration – Skeleton



Haralick Texture Features
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Co-occurrence 
Matrix 



Pixel Resolution and Gray Levels



Transform features



Feature selection



-+

???

Simple two class problem

Describe each image by features
Train classifier



Classification illustration

Feature #1 (e.g.., ‘area’)

Feature #2
(e.g.., roundness)
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Linear Discriminants
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bright.
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Decision trees

Feature #1 (e.g.., ‘area’)

Feature #2
(e.g.., roundness)
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Decision trees

Feature #1 (e.g.., ‘area’)

Feature #2
(e.g.., roundness)
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Decision trees

area<50
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Decision trees

area<50
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Support vector machines

Feature #1 (e.g.., ‘area’)

Feature #2
(e.g.., roundness)
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Support Vector Machines (SVMs)

area

round.
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Support Vector Machines 
(SVMs)
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Support Vector Machines 
(SVMs)
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Support Vector Machines 
(SVMs)
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Support Vector Machines 
(SVMs)
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Support Vector Machines 
(SVMs)

area

round.
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Support Vector Machines 
(SVMs)



Support Vector Machines 
(SVMs)



Cross-Validation



2D Classification Results 

Overall accuracy = 92% 



Human Classification Results 

Overall accuracy = 83% 



ER

Tubulin DNATfRActin

NucleolinMitoLAMP

gpp130giantin

2D �
Images 
of HeLa 
cells
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cySubcellular Pattern 
Classification: 
Computer vs. Human

Even better results using multiresolution methods

Even better results for 3D images



3D HeLa cell images
Giantin Nuclear ER Lysosomal gpp130 

Actin Mitoch. Nucleolar Tubulin Endosomal 

Images collected using facilities at the Center for 
Biologic Imaging courtesy of Simon Watkins 



3D Classification Results 

Overall accuracy = 98% 



High content screening/analysis



Unsupervised Learning to 
Identify High-Resolution Protein 
Patterns



Images of 
CD-tagged 
3T3 cells



Chen et al 2003; 
Chen and Murphy 2005 



Protein name 

Human description 

From databases 

http://murphylab.web.cmu.edu/services/PSLID/tree.html 



Nucleolar Proteins 



Punctate Nuclear 
Proteins 



Predominantly 
Nuclear 

Proteins with 
Some Punctate 

Cytoplasmic 
Staining 



Nuclear and Cytoplasmic Proteins with Some 
Punctate Staining 



Uniform 



Decomposing (unmixing) 
complex patterns



Decomposing�
mixture patterns



Object type determination



71

Cluster Number Selection



72

Example of Object Types

Type A

Type B

Type C

Type D



Unmixing: Learning strategy
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Two-stage Strategy for unmixing 
unknown image



Test samples



Tao Peng, Ghislain Bonamy, Estelle 
Glory, Sumit Chanda, Dan Rines 
(Genome Research Institute of 
Novartis Foundation) 







Pattern unmixing results

80 



Generative models of subcellular 
patterns 



LAMP2 pattern

Nucleus 

Cell membrane 

Protein 



Nuclear Shape - Medial Axis Model

Rotate 

Medial axis Represented by two curves 

the medial axis width along the 
medial axis 

width 



Synthetic Nuclear Shapes



With added nuclear texture



Cell Shape�
Description: Distance Ratio

d1 

d2 2

21

d
ddr +

=



Generation



Modeling Vesicular Organelles

Original Filtered Fitted Gaussians 



Object Positions

d1 
d2 21

2

dd
dr
+

=



Models for protein-containing 
objects

r: normalized distance, a: angle to 
major axis



Synthesized Images

Lysosomes Endosome
s  Have XML design for capturing model parameters

  Have portable tool for generating images from model
SLML toolbox - Ivan Cao-Berg, Tao Peng, Ting Zhao

91 



Model Distribution



Generation Process

Protein 
Cell Shape 

Nuclear Model 

XML 



Generating Multiple 
Distributions for Simulations

Protein 
Cell Shape 

Nuclear Model 

XML 

Simulation 1 

Simulation 2 

Simulation 3 

Conclusions 



Combining Models for Cell 
Simulations

Protein 1 
Cell Shape 

Nuclear Model 

Protein 2 
Cell Shape 

Nuclear Model 

Protein 3 
Cell Shape 

Nuclear Model 

XML 

Simulation 

Shared 
Nuclear 
and Cell 

Shape 



Example combination

Red = nuclear membrane, plasma membrane
Blue = Golgi
Green = Lysosomes
Cyan = Endosomes



Conclusions



Software availability


