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My goals 

•  Describe the future of self-
driving instruments: how 
artificial intelligence/machine 
learning can do science without 
human intervention 

•  Review the background that 
makes self-driving instruments 
necessary 

•  Describe past results 
demonstrating feasibility 

www.aarp.org/auto/trends-lifestyle/info-2018/self-driving-cars.html	



The failure of Reductionism 
•  For many decades, 

biomedical research was 
based on reductionism, the 
assumption that biological 
components could be 
understood in isolation 

•  By the 80’s it was becoming 
clear that many, many 
components interacted 

•  Cells, Organs, Organisms 
are “complex systems” — 
“the whole is greater than 
the sum of the parts” 



Complexity = combinatorics 

•  Assuming n genes, one gene=one function and 
reductionism, the number of experiments needed equals 
the number of genes, about 10,000 
–  at	(optimistically)	one	experiment	per	day,	28	years	

•  Given m average genes per function and n genes, the 
number of experiments is nm ~ 104m ~ 1020 
–  at	109	experiments	per	day,	2	million	centuries!	



The rise of systems biology 

•  Instead of doing all 
experiments build 
predictive models from a 
smaller number of 
experiments 

•  Emphasis on “validating” 
models by testing 
specific predictions 

•  But empirical models 
cannot be proven!  
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Solution? 

•  Use active machine learning 
•  Choose experiments not to prove model but 

to improve model 
 



Ta
rg
et
s	

Drugs	

Protein	1	

Phenotypes	

Typical drug development: consider each target separately 



But it is not just about finding hits… 
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Where we’d like to be: measure all drugs for all targets 



But again, too many combinations 

•  Approximately 10,000 targets 
•  Approximately 1,000,000 potential drugs 
•  How would active learning help? 
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Dempster et al (1977) 
Hill et al. (1995); 
Lee & Seung (1999); 
Buchanan & Fitzgibbon (2005); 
Salakhutdinov & Mnih (2008); 
Mitra (2010); 
Gönen (2012); … 
 

Goal: build a predictive model  for all drugs and targets 



Playing Battleship with Drugs and Cells 

Source:	Wikipedia	



Testing retrospectively (with existing data) 

•  Large database on effects of drugs on targets 
•  Very expensive to generate 
•  Would active learning have been able to save time and money? 



Testing retrospectively (with existing data) 

•  “Hide” the PubChem data (like in Battleship) and only reveal 
the results when asked 
–  as	if	we	were	doing	that	experiment	for	the	first	time	

•  Use different methods to choose what experiments to do 



Active Learning 
Optimized µ-QSAR 
Randomized Search 

Kangas, Naik, Murphy, BMC Bioinformatics 2014 

With only 2.5% of the 
matrix covered, we can 
identify 57% of the active 
compounds! 



Now try this prospectively for an even 
harder problem 
Use liquid handling robots and automated  
microscope to execute experiments chosen 
by an active learner 

Source:	Beckman	Coulter	



Try to learn the effects 
of 96 drugs upon 96 
GFP-tagged proteins, 
without doing 
experiments for all 
drugs and proteins, 
and where the kinds of 
effects drugs might 
have are unknown 



•  Each small box is one 
drug and one target 

•  Green shows accurate 
prediction, purple is 
inaccurate, white shows 
experiments done 



Active Learning 
Coverage based Model Fit 
Random Naik, Kangas, Sullivan, Murphy, eLife 2016 

After doing 28% of possible 
experiments, model is 92% 
accurate and 40% more 
accurate than would have 
been obtained by random 
choice of experiments 



Automated science 

•  These results provide strong support for the idea of doing 
“Automated Science” in which not only the execution of 
experiments is done robotically but the choice of 
experiments is done robotically 

•  “Self-driving instruments!” 



Automated science 

•  Additional precedent in the work of Ross King and 
colleagues 



The future 

•  Embracing complexity in high dimensional models 
combined with active machine learning to guide 
experimentation in many areas of biomedical research 

•  Just like for self-driving cars, human role will be 
deciding where to go, not how to get there 

•  Training needed for the Automated Science workforce 





M.S. in Automated Science Curricular Goals 

•  Hands on training with 
automated equipment 

•  Experience creating predictive 
models from experimental data 

•  Expertise in active machine 
learning methods for using 
predictive models to choose 
future experiments  
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